BlockFlex: Enabling Storage Harvesting with Software-Defined Flash in Modern Cloud Platforms
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BACKGROUND & MOTIVATION STORAGE HARVESTING IS CHALLENGING
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DESIGN AND IMPLEMENTATION EVALUATION

N
1

N
o

== No Harvest (Avg) ==BlockFlex (Avg)

ok
1

ok
o

|l

I‘ | [ A Ghost vSSD Encapsulates Harvestable Storage ]

Channel | (11010101

/l 100001 |\ EacthSD s

5 j| Cloud storage utilization is 8.6% on average! ) - N - N
hardware isolated

Bandwidth vSSD gSSD
0 - Storage Capacity Harvest VM from its vSSD

0 3 4 5 .
Time (Days) Lifetime Virtual SSD (VSSD) J

Address Mapping

Storage Bandwidth Utilization (%)

Storage Capacity Utilization (%)

. “|  (LBA->[gSSD-ID,gLBA]) ) ~ o ”
Underutilized Allocated Storage , ghost vSSD 7 T ¢SSD-1 | £SSD-2 [ gSSD ] All blocks are erased Percentage of VMs (%)

{ VSSD Manager J—P: ghost vSSD ' Default | Address | Address ) atter harvesting!

e==Maximum == Average ===Minimum ! gh ost vSSD
\_Storage Virtualization \

I

Storage pMapping \ Mapping_
Harvested Storage
/ k jL J
‘ [ vSSD ]_[ vSSD ] Permission checks
! W 3 within storage
ghost vSSD Transpal‘ent to [ Storage Virtualization ] virtualization!

BlockFlex improves the storage utilization by 1.3x on average
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20% of VMs do not use any allocated storage
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70% of servers have unsold space & ¢ 7

50% of servers have 20% of space unsold BlockFlex codebase is available at: https://github.com/platformxlab/blockflex

BlockFlex improves harvest VM performance by up to 60%




