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OP code Operation Name Description
000 create_vssd Register new vSSD in switch
001 del_vssd Remove vSSD from switch
010 write Client write
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State Communication Between SDN/SDF

Requires no hardware changes!
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RackBlox Supports Different Storage Schedulers

Coordinated I/O Scheduling always outperforms incoordination!
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Improves End-to-End I/O 
Performance

Ensures Rack-Scale Wear-
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Thank You!

Benjamin Reidys    

Yuqi Xue    Daixuan Li    Bharat Sukhwani 

Wen-mei Hwu    Deming Chen    Sameh Asaad    Jian Huang
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