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I. Lack of Coordination in Modern Software-Defined Infrastructure II. RackBlox: A Software-Defined Rack-Scale Storage System
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III. Enabling SDN/SDF Co-Design is Challenging
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IV. Decoupling the Storage Management Across SDN/SDF
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V. Enabling Coordinated I/O Scheduling
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VI. Enabling Coordinated Garbage Collection
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VII. Enabling Rack-Scale Wear Leveling
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VIII. Improving End-to-End Performance with RackBlox

Swap SSDs within 
servers every 16 days 

Swap SSDs across 
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